Analytical solution for mode-mismatched thermal lens spectroscopy with sample-fluid heat coupling
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This paper presents an improved theoretical description of the mode-mismatched thermal lens effect using models that account for heat transport both within the sample and out to the surrounding coupling medium. Analytical and numerical finite element analysis (FEA) solutions are compared and subsequently used to model the thermal lens effect that would be observed using continuous laser excitation. FEA model results were found to be in excellent agreement with the analytical solutions. The model results show that heat transfer to the air coupling medium introduces only a minor effect when compared with the solution obtained without considering axial air-sample heat flux for practical examples. On the other hand, the thermal lens created in the air coupling fluid has a relatively more significant effect on the time-dependent photothermal lens signals.


I. INTRODUCTION

Thermal lens (TL) spectroscopy is a remote, nondestructive, fast, and highly sensitive photothermal technique1–13 for the measurement of optical absorption and thermo-optical properties of materials. This technique has been applied to obtain optical and thermal-optical properties of a wide range of material, including glasses, oils, polymers, and liquid crystals.14–16 TL technique has also been demonstrated as a powerful method for chemical analysis.17

Theoretical analytical solutions restricted the use of TL spectroscopy to low optical absorbing samples. Recently, a simple approximation was proposed by taking the high optical absorbing material case into account17 and also the complementary thermal mirror method18–21 was developed to be used concurrently with TL leading to additional information about physical properties of high and low absorbing samples. Despite numerous applications and theoretical descriptions, TL model has no analytical solution that considers the axial heat coupling between sample and external medium into account. Recently,19,20 by using finite element analysis (FEA), it has been demonstrated that the effect of surface heat transfer from sample to the surroundings could introduce some modification in the physical parameters measured by pulsed laser excited photothermal lens spectroscopy.

In this work, we present a semianalytical theoretical description of the mode-mismatched TL effect by taking the coupling of heat both within the sample and out to the surroundings into account. Our analytical results are compared with FEA solutions. These two methods for calculating the time- and space-dependent heat transfer are in excellent agreement lending some degree of confidence in the predictions of these solutions. We show that the interface effect occurs in finite characteristic lengths. For samples with thickness larger than this characteristic length, a simplified solution can be used to obtain the TL phase shift within the sample and surrounding fluid.

II. THEORY

A typical configuration used in mode-mismatched TL spectrometry is illustrated in Fig. 1(a). A continuous Gaussian excitation laser beam irradiates a weakly absorbing sample of thickness l, causing a TL. A second, often weaker Gaussian beam propagates through the sample collinear to the excitation laser and is affected by the TL. The characteristic electric field radii of the excitation and probe beams in the sample are \( \omega_0s \) and \( \omega_0p \), respectively. The probe beam propagates in the +z-direction, and the sample is centered at \( z=0 \). The distance between the sample and the detector plane is \( Z_s \) and the distance between the sample and the minimum probe beam waist of a radius \( \omega_0p \) is \( Z_s \). In this configuration, it is assumed that (i) the sample dimensions are large compared to the excitation beam radius to avoid edge effects; (ii) the absorbed excitation laser energy by the sample is low so that the excitation laser can be considered to be uniform along the z-direction.

A. Temperature gradient

To model the sample-fluid heating coupling, let us consider two semi-infinity spaces with boundaries at \( z=0 \) with the sample in the \( 0<z<\infty \) region and the fluid (air in this work) in the \( -\infty<z<0 \) region. The temperature rise distributions inside the sample, \( T_s(r,z,t) \), and in the fluid, \( T_f(r,z,t) \), are given by the solution of the heat conduction differential equations,

\[ \frac{\partial T_s}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_s}{\partial r} \right) \]

\[ \frac{\partial T_f}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_f}{\partial r} \right) \]
and fluid. A Gaussian excitation laser profile is used, and thermal conductivity of the material is also considered. The efficiency, which competes for a share of absorbed excitation energy, $Q(z) = \exp(-A \phi z)$ is the sample absorbance. For the purposes here, the optical absorption coefficient is small and $Q(z) = 1$ can be assumed.

Using Laplace and Hankel integral transform methods with the boundary conditions in Eq. (3), the solution of the heat conduction differential equations in the Laplace–Hankel space can be written as

$$T_s(\alpha, z, s) = \frac{Q(\alpha)(k_f \sqrt{D_s} / k_f D_{sf}))/\sqrt{s + D_s \alpha^2}}{s(1 + \frac{k_f D_s \sqrt{s + D_s \alpha^2}}{k_f D_{sf} \sqrt{s + D_{sf} \alpha^2}})}$$

and

$$T_f(\alpha, z, s) = \frac{Q(\alpha)(\sqrt{s + D_f \alpha^2})}{s(1 + \frac{k_f D_s \sqrt{s + D_s \alpha^2}}{k_f D_{sf} \sqrt{s + D_{sf} \alpha^2}})}$$

Here, $Q(\alpha) = Q_0 \exp(-\phi_0 \alpha^2 / 2) \phi_0^2 / 4$ comes from the Hankel transform of the source term. If $k_f D_s \sqrt{s + D_s \alpha^2} < k_f D_{sf} \sqrt{s + D_{sf} \alpha^2}$, the term in the denominator of Eqs. (4) and (5) can be expanded in series as $(1+x)^{-1} = 1 - x + x^2 + O(x^3)$. This assumption is fulfilled in the case of glass-air system.

Thus, Eq. (4) can be written as

$$T_s(\alpha, z, s) = \frac{Q(\alpha)(k_f \sqrt{D_s} / k_f D_{sf}))/\sqrt{s + D_s \alpha^2}}{s(1 + \frac{k_f D_s \sqrt{s + D_s \alpha^2}}{k_f D_{sf} \sqrt{s + D_{sf} \alpha^2}})}$$

and Eq. (5) becomes

$$T_f(\alpha, z, s) = \frac{Q(\alpha)(\sqrt{s + D_f \alpha^2})}{s(1 + \frac{k_f D_s \sqrt{s + D_s \alpha^2}}{k_f D_{sf} \sqrt{s + D_{sf} \alpha^2}})}$$

The time-dependent temperatures are given by the inverse Laplace and Hankel transforms of Eqs. (6) and (7). Taking the expansion in Eqs. (6) and (7) up to the first, the temperature gradient within the sample, $T_{1(0)}(r, z, t)$, is given by the integral equation.
\[ T_{10}(r,z,t) = Q_0 \int_0^t \int_0^\infty \frac{e^{-\omega^2/4\sigma^2}}{4} \alpha J_0(\alpha r) \left[ e^{-D\tau} - \frac{k\sqrt{D}}{k_dD_d} e^{-D\tau} e^{-\tau/\alpha^2} e^{2\tau D D_d \sigma^2} \right] d\alpha d\tau, \tag{8} \]

while that for the coupling fluid, \( T_{11}(r,z,t) \), is

\[ T_{11}(r,z,t) = Q_0 \int_0^t \int_0^\infty \frac{e^{-\omega^2/4\sigma^2}}{4} \alpha J_0(\alpha r) \left[ e^{-D\tau} - \frac{k\sqrt{D}}{k_dD_d} e^{-D\tau} e^{-\tau/\alpha^2} e^{2\tau D D_d \sigma^2} \right] d\alpha d\tau. \tag{9} \]

\( J_0(r) \) is the Bessel function of the first kind and \( \text{erf}(x) \) is the error function.

Considering the zero-order expansion, which corresponds to the case where there is no heat flux from sample to air, i.e., \( \partial T(r,z,t) / \partial z \big|_{z=0} = 0 \), Eq. (8) becomes

\[ T_{00}(r,z,t) = \int_0^t \left( \frac{Q_0}{1 + 2\pi t_c} \right) \exp\left( -\frac{2r^2/\omega_0^2}{1 + 2\pi t_c} \right) d\tau. \tag{10} \]

Equation (10) is the temperature solution commonly used to describe TL and thermal mirror effects for low absorbing semitransparent solids.\(^{9,18-31}\) In addition, the zero-order approximation for the air temperature solution, which corresponds to the solution for a semispace model with the temperature in \( z=0 \) surface fixed by the sample’s temperature, is given by

\[ T_{01}(r,z,t) = Q_0 \int_0^t \int_0^\infty \frac{e^{-\omega^2/4\sigma^2}}{4e^{D\tau/\alpha^2}} \frac{\alpha e^{-D\tau} e^{-\tau/\alpha^2} e^{2\tau D D_d \sigma^2}}{D D_d} \left[ e^{-D\tau} - \frac{k\sqrt{D}}{k_dD_d} e^{-D\tau} e^{-\tau/\alpha^2} e^{2\tau D D_d \sigma^2} \right] d\alpha d\tau. \tag{11} \]

### B. Finite element analysis

In order to ascertain the accuracy of our approximation, the space and time dependences of the temperature equations for air and sample in Eqs. (8) to (11) are compared with the FEA modeling solutions for a system with glass sample of thickness \( l \) surrounded by air. FEA software provides numerical solutions to the heat transfer equations with the realistic boundary conditions imposed by the experimental geometry. To better understand the transient temperature profile in the samples, FEA is used to model temperature changes. Results from the FEA calculations are then compared with the semi-infinity (Sec. II A) analytical solutions to gauge the error. COMSOL MULTIPHYSICS 5.5 analysis is carried out on a Dell Studio XPS 435, i7 940 processor, using MS WINDOWS VISTA. The numerical integrations in Eqs. (8)–(11) are performed using the standard functions in MATHEMATICA (version 7.0) software.

The COMSOL MULTIPHYSICS software in conduction and convection mode solves the heat diffusion equation given as

\[ \rho c \frac{\partial T(r,z,t)}{\partial t} - k \nabla^2 T(r,z,t) = \rho c Q(r,z) - \rho c u \cdot \nabla T(r,z,t), \tag{12} \]

in which \( u \) is the flow velocity. All other symbols are the same as those introduced above. Note that Eqs. (1), (2), and (12) differ only by the second term on the right side of the equation. This term can account for convection or mass flow heat transfer, which is not important for glasses.

FEA modeling consists of drawing the sample geometry and specifying material boundary conditions, heat sources, and sinks. The problems are then solved with rough finite element definition and further refinement of elements and domain are made. The element mesh is refined until model results become independent of mesh size. Finally, \( T(r,z,t) \) can be obtained either at a single time, over a time series, or at steady state. The model solid absorbing media was cylindrical plate of 10 mm in diameter and 1 mm thick. Optical excitation was along the \( z \)-axis. The values of the thermal, optical, and mechanical parameters used for the analytical and FEA modeling simulations are shown in Table I.

Figure 2 shows the radial temperature profile within the glass sample at its center at \( z=0.5 \) mm. The results by the FEA model are compared with the temperature solution considering heat flux from glass to air, Eq. (8), at different exposure times. There is apparently little difference between the temperatures produced from the FEA model and the semi-infinite approximation with glass-air heat coupling.

Figure 3 shows the temperature profiles along the \( z \)-direction (air-glass-air) using the FEA modeling, the solution considering air surroundings, Eq. (8), and the solution with no transfer of heat from glass to air, Eq. (10), at different exposure times at \( r=0 \). It clearly shows an excellent agreement between the analytical solutions considering air coupling [Eqs. (8) and (9)] and the FEA model. On the other hand, as expected, there is a little difference for the predictions considering no heat transfer from glass to air, Eq. (10).
TABLE I. Parameters used for the simulations. The thermal, optical, and mechanical properties listed below are associated to characteristics values found in glasses (Refs. 12 and 18) and for the surrounding medium we use the air properties (Ref. 22).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_r$ (mW)</td>
<td>161</td>
</tr>
<tr>
<td>$A_r$ (m$^{-2}$)</td>
<td>93</td>
</tr>
<tr>
<td>$D$ ($10^{-7}$ m$^{2}$/s)</td>
<td>5</td>
</tr>
<tr>
<td>$k$ (W/mK)</td>
<td>1.4</td>
</tr>
<tr>
<td>$\rho$ (kg/m$^3$)</td>
<td>933</td>
</tr>
<tr>
<td>$c$ (J/kg K)</td>
<td>3000</td>
</tr>
<tr>
<td>$D_f$ ($10^{-5}$ m$^{2}$/s)</td>
<td>2.2</td>
</tr>
<tr>
<td>$k_f$ (W/mK)</td>
<td>0.026</td>
</tr>
<tr>
<td>$ds/dT$ ($10^{-6}$ K$^{-1}$)</td>
<td>10</td>
</tr>
<tr>
<td>$m$</td>
<td>60</td>
</tr>
<tr>
<td>$c_f$ (J/kg K)</td>
<td>1005</td>
</tr>
<tr>
<td>$\omega$ (µm)</td>
<td>50</td>
</tr>
<tr>
<td>$t_{e}$=ω²/4D (ms)</td>
<td>1.25</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.6</td>
</tr>
<tr>
<td>$\sigma_f$ ($10^{-6}$ K$^{-1}$)</td>
<td>7.5</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.25</td>
</tr>
<tr>
<td>$Q_0$ (W K s$^{-3}$)</td>
<td>818.803 56</td>
</tr>
<tr>
<td>$(dn/dT)_f$ ($10^{-6}$ K$^{-1}$)</td>
<td>-1</td>
</tr>
<tr>
<td>$V$</td>
<td>5</td>
</tr>
</tbody>
</table>

This difference is more evident close to the boundary sample-air. In the case of glass-air interface, the characteristic length is around $z=0.2$ mm into the sample. Deeper than that temperature is the same as that one with no axial heat flux as long as the excitation beam waist is small relative to sample thickness. This shows that the interfaces do not affect each other if the sample is thick relative to the beam waist. Subsequently, the single-surface approximation used for the analytical model is valid for these conditions.

The same behavior is also observed for different radial positions, as shown in Fig. 4 at $t=0.12$ s. It is interesting to note the excellent agreement between FEA modeling and the analytical solution, Eqs. (8) and (9).
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**Fig. 2.** (Color online) Temperature profile in the glass sample at $z=0.5$ mm using the FEA modeling, the solution considering heat flux to air, Eq. (8), and the solution with no transfer of heat from glass to air, Eq. (10), at different exposure times.

**Fig. 3.** (Color online) Temperature profile along the $z$ direction (air-glass-air) using the FEA modeling, the solution considering air surroundings, Eqs. (8) and (9), and the solution with no transfer of heat from glass to air, Eq. (10), at different exposure times. $r=0$ was used in the simulations.

Figure 5 displays the radial temperature profile in the air using the FEA modeling and the solution for air, Eq. (9), at the sample surface in the air side from $z=0$ to 200 µm. The exposure time was $t=0.12$ s. Again, agreement between both the FEA and analytical modeling predictions is good.

The results obtained using the FEA model show that the first order analytical approximation presented in this work can be used to describe the temperature profile in the sample and in the air surrounding it, at least in cases where binomial expansion is valid. In addition, the order zero approximation also represents quite well the temperature in the sample for thick samples. The density plot illustrated in Fig. 6 shows the complete solution for both the FEA and analytical approximation models within both air and sample.

**Fig. 3.** (Color online) Temperature profile along the $z$ direction (air-glass-air) using the FEA modeling, the solution considering air surroundings, Eqs. (8) and (9), and the solution with no transfer of heat from glass to air, Eq. (10), at different exposure times. $r=0$ was used in the simulations.

**Fig. 4.** (Color online) Temperature profile along the $z$ direction (air-glass-air) using the FEA modeling, the solution considering air surroundings, Eqs. (8) and (9), and the solution with no transfer of heat from glass to air, Eq. (10), for different radial positions.
Alternatively, Eq. (9) can be analytically used to describe theoretically the TL effect, by calculating the phase shift of the probe beam after passing thought the TL region and, therefore, to express the TL intensity signal.

For low optical absorbing samples, we can use our semi-infinite solution for the temperature, given by Eq. (8), to obtain the phase shift for finite sample of thickness \( l \) by the following equations:

\[
\Phi_{tj}(r,t) = \frac{2\pi ds}{\lambda_p dT} 2 \int_0^{l/2} \left[ T(r,z,t) - T(0,z,t) \right] dz, \tag{13}
\]

where the integration is from 0 < \( z < l/2 \), however multiplied by a factor of 2. \( ds/dT \) is the temperature coefficient of the optical path length at the probe beam wavelength \( \lambda_p \). For the air domain

\[
\Phi_{tj}(r,t) = 2\pi \left( \frac{dn}{dT} \right) f 2 \int_0^l \left[ T_j(r,z,t) - T_j(0,z,t) \right] dz. \tag{14}
\]

Here the factor of 2 accounts for the layers of air on both sides of the sample and \( (dn/dT) f \) is the temperature coefficient of the refractive index of the air. The total phases shift, \( \Phi(r,t) = \Phi_{tj}(r,t) + \Phi_{tj}(r,t) \), describes the distortion of the probe beam caused by the temperature change in the medium.

Substituting Eq. (8) into Eq. (13) and performing the \( z \) integration, one gets the first order phase shift in the sample as

\[
\Phi_{tj}(g,t) = \theta_f \int_0^{\infty} e^{-\alpha^2 l^2/8} \frac{\sqrt{D_j} k_D}{dD_j} \left[ \left( e^{-D_j (r-z)} \right) \left( \tilde{d} D_j \right) \right] \frac{\left[ \left( e^{-D_j (r-z)} \right) \right] \left( \tilde{d} D_j \right)}{4 \left( \frac{\alpha^{2} D_j}{\alpha^{2} D_j} \right)} d\alpha + \left( \frac{\omega^2 l}{2} e^{-D_j \alpha^2} \right) a[J_0(\alpha \omega \sqrt{mg} - 1)] d\alpha. \tag{15}
\]

Alternatively, Eq. (9) into Eq. (14), and performing the \( z \) and the time integrations, one gets the first order phase shift in the air as

\[
\Phi_{tj}(g,t) = \theta_f \int_0^{\infty} e^{-\alpha^2 l^2/8} \frac{\sqrt{D_j} k_D}{dD_j} \left[ \left( e^{-D_j (r-z)} \right) \left( \tilde{d} D_j \right) \right] \frac{\left( e^{-D_j (r-z)} \right) \left( \tilde{d} D_j \right)}{4 \left( \frac{\alpha^{2} D_j}{\alpha^{2} D_j} \right)} d\alpha + \left( \frac{\omega^2 l}{2} e^{-D_j \alpha^2} \right) a[J_0(\alpha \omega \sqrt{mg} - 1)] d\alpha. \tag{16}
\]
erfi(x) is the imaginary error function, \( g = (r/\omega_1p)^2 \), \( m = \omega_1^2p/\omega^2 \) indicates the degree of the mode mismatching of the probe and excitation beams, \( \theta_1 = (4\pi/\lambda_0)\text{d}n\text{d}T/Q_0 \) and \( \theta_2 = (4\pi/\lambda_0)\text{d}/\text{d}T/Q_0 \). Using Eqs. (10) and (11) one can write the zero-order approximation for the phase shift in the air and sample as

\[
\Phi(0,t) = \theta_0 \int_0^\infty \frac{e^{-x^2t^2/8}}{4\sqrt{\pi D}} \left[ \text{erfi}(\sqrt{\alpha D}) - \text{erfi}(\sqrt{\alpha D_f}) \right] \times \alpha J_0(\alpha x mg - 1) d\alpha,
\]

in which \( Ei(x) \) is the exponential integral function, and

\[
\Phi(t) = \theta_1 \int_0^\infty \frac{e^{-x^2t^2/8}}{4\sqrt{\pi D_f}} \left[ \text{erfi}(\sqrt{\alpha D_f}) - \text{erfi}(\sqrt{\alpha D}) \right] \times \alpha J_0(\alpha x mg - 1) d\alpha.
\]

Equation (17) is the phase shift commonly used to describe the TL effect for low optical absorbing solids.

The complex electric field of a TEM00 Gaussian probe beam emerging from the sample can be expressed as

\[
U_p(r,z) = B \exp \left[ -i \left( \frac{\pi r^2}{2\lambda_0 R_{1B}} + \Phi \right) - i \frac{r^2}{\omega_1 p} \right],
\]

with \( B = \omega_1^2p/\sqrt{2}p_p/\pi \exp(-i2\pi Z_0/\lambda_p) \), \( R_{1B} \) is the probe beam power and the radius of curvature of the probe beam at \( Z_0 \). The propagation of the emerged probe beam from the sample to the detector plane can be treated as a diffraction phenomenon. Using Fresnel diffraction theory, its complex amplitude at the detector plane can be obtained as described in Ref. 3. In this work only the center point of the probe beam at the detector plane is considered. Then, the complex amplitude of the probe beam at the center, using cylindrical coordinates, is given by

\[
U(z_1 + z_2,t) = C \int_0^\infty \exp(-1 + i\pi)g - i\Phi(g)(s) - i\Phi(0) \times (g,t)dg,
\]

when \( Z_2 < Z_c \). Here, \( V = Z_1/Z_c \) and \( Z_c \) is the confocal distance of the probe beam and \( C = B \exp(-i2\pi Z_0/\lambda_p)\exp(-i\pi z_1/\lambda_p) \). Substituting Eqs. (15)–(18) into Eq. (20) and carrying out numerical integration over \( g \), the intensity \( I(t) \) at the detector plane can be calculated as \( I(t) = |U(z_1 + z_2,t)|^2 \).

The effect of the TL on the probe beam is only to induce a phase shift. The geometrical configuration of the probe and excitation beams defines the sensitivity of the TL method by means of \( m \). This parameter can be modified either by changing \( \omega_1p \) or \( \omega_0 \). When \( \pi = \omega_1p \), within which more than 86% of the probe beam power is included, the time dependence of the phase shift, assuming \( g = 1 \), is \( \Phi(1,t) \). The time-dependent phase shift is calculated using Eq. (15) or Eq. (17) for the sample and Eq. (16) or Eq. (18) for the air. The phase shifts calculated using the parameters of Table 1 with \( g = 1 \) are shown in Fig. 7. Here the time scale is in units of \( t_0 \). One can see from Fig. 7 that the zero-order approximation for the phase shift created in the sample agrees with the first-order one. The relative difference is less than 0.3%. The air phase shift is approximately 1.7% of that of the glass sample.

The relative difference between phase shifts calculated with zero- and first-order approximations is more important when the sample thickness is reduced. Figure 8 shows this difference at \( t = 0.12 \text{ s} \) as a function of the sample thickness. With a thin sample, boundary effects become important and the first order approximation should be used.

Finally, Fig. 9 shows the TL signal calculated using the analytical expressions and the phase shift. The agreement between the zero and first order approximations is again good when both the TL contributions from the air and the sample elements are taken into account. For the case where no air effect is included, the intensity transient deviates a little from the expected using the air coupling solution. This difference could lead to an overestimation of the thermal diffusivity and the parameter \( \theta \) of approximately 2%.
FIG. 9. (Color online) Normalized TL signal calculated using the approximations presented in Sec. III and the parameters listed in Table I. The sample thickness was \( l = 1 \) mm.

IV. CONCLUSION

We presented analytical solutions for the temperature gradient induced by the TL effect considering both the heat transfer from sample to air and the TL generated in the air surroundings. Our analytical solution was found to agree with that of our FEA software. The results showed that heat transfer between the sample surface and the air coupling fluid does not introduce an important effect in the optical phase shift when compared with the solution obtained without considering the air-sample heat flux. On the other hand, when the TL created in the air coupling fluid is taken into account, a significant effect is introduced on the predicted time-dependent TL signals, which corresponds to approximately 1.7\% of the sample’s TL effect. The effect is due to finite heat transfer at the interface typically neglected in semi-infinite cylinder approximations. These solutions open up the possibility of applying the TL method for accurate prediction of the heat transfer to the coupling fluid and subsequently to study the gas surrounding the samples by using a known material solid sample.